CHAPTER 1

MATRICES, VECTORS, AND
SYSTEMS OF LINEAR EQUATIONS

1.1 Matrices and Vectors

In many occasions, we can arrange a number of values of interest
into an rectangular array. For example:

Example
July August
Store 1 2 Store 1 2
Newspaper | 6 8 Newspaper | 7 9
Magazines | 15 20 Magazines | 18 31
Books 45 64 Books H2 68

We can represent the 1nf0rmat10n on July sales more simply as
6 3
15 20 | . Xl% 3;\ (AM?)
2
@ 45 64 52




elements of R, the set
of real numbers

Definitions e

A matrix is a rectangular array of scalars.
If the matrix has m rows and n columns, we say that the size of the matrix is

m by n, written m X n.

The matrix is called square if m = n.
The scalar in the ¢th row and jth column is called the (i, j)-entry of the matrix.

///
Notation: i g Example:
a0 aip | /;;7/7// 6 8
A=| = [aij] € Monxn B=1]15 20
T L e oam | 45 64

We use M,,, «,, to denote the set that contains all matrices whose sizes are

m X n.
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Equality of matrices

e cqual: We say that two matrices 4 and B are equal 1f they
have the same size and have equal corresponding entries.

Let A, B € M,,xn-
ThenA:@W:1,...,m,j:1,...,n.

-

Example
P AR A=C AxD
6 8
6 6 8 6 3 15 20
A=115 20| B=|15QD| c=|15 20 | D=| ;= ¢,
45 64 45 64 45 64 17 28
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Submatrices

e submatrix: A submatrix is obtained by deleting from a
matrix entire rows and/or columns.

e For example,

15 20 . , b
E=1 45 g4 | isasubmatrixof B=| 15 20 | .
45 64




Matrix addition

e Sum of matrices

Definition A B ¢ Mo
Let A and B be m xn matrices. We define the sum of A and B, denoted A+ B,

to be the m x n matrix obtained by adding the corresponding entries of A and
B; that is, the m x n matrix whose (7, j)-entry is a;; + b;;.

AN ®)

I D
Example D 2 D 1 @) 3
3 4|+]1 1|=]45
5 () 1 @ 6 (8)

o




-

Scalar multiplication

Definition

Let A be an m x n matrix and ¢ be a scalar. The scalar multiple cA of the
matrix A is defined to be the m x n matrix whose (7, j)-entry is ca;;.

E I C IA\
xample ) 4 6 o
3.1 (M) 4|=|0 12
-1 5 —3 15

L
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Z.ero matrices

e zero matrix: matrix with all zero entries, denoted by O (any
size) or O, .

For example, a 2-by-3 zero matrix can be denoted

0 0 O
02X3:[OOO

Property
A=0+ Aforall A QMW\&Y\,

Property
0-A=0 forall A




4 N

Question
. 92 1 2
Let A = [ ] € Moo and B = 3 4 € Msyo.
3 4 = 6

Then both 0- A and 0 - B can be denoted by O, that is,

0-A=0,and 0- B =0.

— — %2 —3x2
Can we conclude that
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Matrix Subtraction

Definition
We define the matrix —A to be (—1)A. The matrix subtraction of two ma-
trices A and B is defined as

A—B=A+(-B).

Example

2 3 2 3 —2 -3
|1 4|=(C=D-| 1 4|=]|-1 —4
~1 5 ~1 5 1 -5

o
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Question
For any m x n matrices A and B (i.e., VA, B € M,xn), will

A+B=B+A

always be true?

Question

For any m x n matrices A and B (i.e., VA, B € M,,«») and any real number s
(i.e., Vs € R), will
s(A+ B)=sA+ sB

always be true?

o
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Question
For any m x n matrices A and B (i.e., VA, B € M,xn), will
A+B=B+ A
always be true?
Answer: Yes! It is always true. b
Proof: Gy -~ Qin 7] - Lo“ N bm
ak\]"‘ al\n\J bm“ﬂb""‘\J
[ b| t al] =
A‘\' B - Gyt - Lt 1) BiA= | :[b‘jt q'{?’)
= 14 T b ]
Ouij thiy [ 9
L(Aw‘(‘l’)p\‘ - bh,\-()h j = ‘ ’ .
\./L:_\)mm ,V}:\\"‘“ | ('A}a'tbij P Lfl}t 0\(’2
@

/
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Theorem 1.1 (Properties of Matrix Addition and Scalar Multiplication)
Let A, B, and C' be m x n matrices, and let s and ¢ be any scalars. Then

(a) A+ B = B+ A. (commutative law of matrix addition)

) (A+ B)+C = A+ (B + C). (associative law of matrix addition)

JA+ O = A.

A+ (~A) = 0.

e)(st)A = s(tA).

f)s(A+ B) = sA+ sB.

(b
(c
(d
E
(g)(s+t)A = sA+tA.

Proof: All proofs can follow from basic arithmetic laws in  and

previous definitions. Please do all of them yourself (homework).

By (b), sum of multiple matrices are writtenas A + B+ --- + M

o




/~ Transpose

~

Definition
The transpose of an m x n matrix A is the n x m matri)@whose (4, j)-entry
is the (j,7)-entry of A.

Property
C - Man = CT < Mnxm
Ex
ample S L @
C=1 18 31 ;»CTzlg 31 68]
Question

Is C = CT always wrong?

Question

Is VA, B € My,wpn,(A+ B)l = AT + B? always true?

o
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Theorem 1.2 (Properties of the Transpose)
Let A and B be m x n matrices, and let s be any scalar. Then
(a) (A+B)" = A" + B".
(b) (sA)T = sAT.
() (AT)T = A,
Proof: T G- Oon Y\ T Say -~ St I
(b) (s A) :(g.];.‘ ]) - :
a‘"l“ a'ﬂ'\ SAmy -~ Sa'vmj
~Sall Tt SG\M,‘]
_SQU\- o S‘Q\M;\ J
SAT: S.”O\u <e O - Sen - - S Gy \VZSCR
', & \ : VAeM..,
LQU’\ w Q‘MV\J 50(”\ . e S alvm
“ T
3 (s =5 A
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Vectors

e A row vector 1s a matrix with one row.
[1 2 3 4]

e A column vector 1s a matrix with one column.

or [1 2 3 4]
S

~ o DN =

e The term vector can refer to either a row vector or a
column vector.

e (Important) In this course, the term vector always refers to
a column vector unless being explicitly mentioned
/.\—_
otherwise.

L
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Vectors

e 7" :We denote the set of all column vectors with #n entries
by R".

e In other words,

R™ = Mnxl

—_—— e

e components: the entries of a vector.

Let v € R™ and assume

Then the ith component of v refers to v;.

—
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Vector Addition and Scalar Multiplication

e Definitions of vector addition and scalar multiplication of
vectors follow those for matrices.

* 0 is the zero vector (any size), and u + 0 = u, Ou = 0 for all

ue R

A matrix is often regarded as a stack of row vectors or a cross list of column
vectors. For any C' € M., «,, we can write

C=[(e) - e - @
[@ cj ¢ i| M*V\

—

B Clj 7] f‘ Cl, 1
Co,
where ¢; = N C[ = 67,"
| Cmj g C:;‘lJ




" Geometrical Interpretations

Vectors for geometry in R*

in R

s |

7 en 3]

g
(e, d)

u

(ca, cb)

vector addition

u3 + l~'3 43

(a+c,b+d) oy
u-+y
(a, b)
v
v
(a, b)
o r

scalar multiplication
for a vector




Section 1.1 (Review)

e Matrix
e Rows and columns
e Size (m-by-n).
e Square matrix.
e (ij)-entry
e Matrix
e Equality,
e Addition, Zero Matrix
e Scalar multiplication, subtraction

e Vector
e Row vectors, column vectors.
e components

o
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1.2 Linear Combinations, Matrix-Vector Products, and Special Matrices

Definition

A linear combination of vectors uj, us, ..., u; is a vector of the form
ciup + caug + - - - + Cp Uy,

where cq, co, ..., ¢ are scalars. These scalars are called the coefficients of the
linear combination.

8

@ which has a unique solution [x; x,]’ = [-1 2]’ in this case.

Bxample: | { | =2a|y 44| |2 1|

—— NN

Given the coefficients ({-3,4,1}), it 1s easy to compute the
combination ([2 8]7), but the inverse problem is harder.

.| 4 2 3 2T 3T 21 + 3x
pamie] 4|-a[1] =1} [32] - [12]- 22

To determine x, and x,, we must solve a system of linear equations,

/




Geometrical view point:
manage to form a parallelogram

Example: to determine if [-4 -2]7 is a linear combination of [6 3]7
and [2 1]7, we must solve
6xr1 + 220 = —4

3T 1+ X9 = —2
which has infinitely many solutions, as the geometry

uggests. b @bl

- l‘[ %]Jr(“l)'z

]
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Example: to determine if [3 4]’ is a linear combination of [3 2]

and [6 4], must solve
3:131 + 6562 = 3
201 +4x9 = 4
which has no solutions, as the geometry suggests.

2
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If u and v are any nonparallel vectors in R, then every vector in
SR is a linear combination of u and v (unique linear combination).

: / algebraically, this means that u and v are
et 2 nonzero vectors, and u # ¢v.

What is the condition in R>? in R"?
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Standard vectors

The standard vectors of R" are defined as

T e

0 1
€] — . , €2 = 3 y €n =
o] 0 |

1

Obviously, every vector in R” may be uniquely linearly combined

by these standard vectors.

V] 1
\l:{V.L GR M:

1

v

o -
0
- rO\

| | ]

I SO X I b VA

) Li) ]
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Matrix-Vector Product

Definition

Let A be an m matrix and v be ar(@x 1 vector.

columns of A whose coefficients are the corresponding

We define the matrix-
vector product of A and v, denoted by Av, to be the linear combination of the

components of v. That

A Gy G o
T TN

[ )T
Note that we can write: Av=|laiffaz| - fan
Ul U]

(%

},V[;]. Then Av =7
1
3

1 2 /\\/2 7
AV:34<?:® }@42l+
5 6 5 | 7171 6 35
N 0 N\w
Property: A0 =0 and Ov = 0 for any 4 and v.
©
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Let A € Msyy3 and v € R3. Then

Av = (@ |
)

a
12
a2

2}% - |
- |

aii
a1

o[

12
22

(CL11711 + a12V2 + Q1303
111 T 412

More generally, when A € M,,«, and v € R™. Then

aii a2 A1n

a1 asa a2n,
A Ui
AGm1  Am?2 Omn | |

U1
V2

U1

/1

4]
aii
a1

am1

a11v1 + a12V2 + - + a1,Vp
a21V1 + @22V2 + -+ + A2, Uy

+ V2

a21V1 + A22V2 + A23V3

4,
a2
ass

Am?2

|

The ith component of Av is

| Am1V1 + Gpav2 + -

[ a;1

a2

E —

*+ AmnUn ]

Ain ]

ais

ool

._|_/US

|

U1
V2
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Identity Matrix

Definition
For each positive integer n, the n x n identity matrix I,, is the n X n matrix
whose respective columns are the standard vectors eq, ez, ...e, in R".

Example: Iz =

_ o O

U

Sometimes /, 1s simply written as / (any size).

(oo~
=

Property: I,v =v for any v € R"

9
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Stochastic Matrix

Definition
An n x n matrix A € M,,«,, is called a stochastic matrix if all entries of A
are nonnegative and the sum of all entries in each column is unity.

Example:

0.85 1/0.03 )| . . .
A= [@@] is a 2 x 2 stochastic matrix.




‘B

xample: stochastic matrix

From
City Suburbs

To City 85 .03 |
Suburbs 15 .97

probability matrix of a sample
person’s residence movement

500 : :
= [ -00 ]: current population of the city and suburbs
City Suburbs
This year 500 thousand 700 thopsand
15%
. 3% 97%
85%
! v
Nextyear .85 x 500 + 0.03 * 700 = 446 0.15x 500 + 0.97 x 700 =754

—_—

Suburbs
85\ .03 500
Ap = @ @ 700 populatlon distribution in the next year

@ A(Ap) : population distribution in the year following the next

/
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Example: rotation matrix
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Question

Is the statement

(A+ B)u= Au+ Bu,VA,B € M,xn,u € R"

always true?

Question
Let A € M,,xn and e; be the jth standard vector in R". Then what is
Aej 7
—_ r O )

PR S A P

ng
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Theorem 1.3 (Properties of Matrix-Vector Products)
Let A and B be m x n matrices, and let u and v be vectors in R". Then
v (a) A(lu+v)=Au+ Av.
(b) A(cu) = ¢(Au) = (cA)u for every scalar c.
v (¢) (A+ B)u = Au+ Bu.
v(d) Ae; = a; for 1 =1,2,...,n, where e+ th s tor in R™.
(e) If B is an m x n matrix such that Bw = Aw|for all w in R") then B = A.
Af) A0 is the m x 1 zero vector. N —
)
) 1

~(g) If O is the m x n zero matrix, then Ov is the m x 1 zero vector.
«(h) I,v=v.

Proof for (e): If B = A, then (B - A)&. =0, 1.c., Be; = Ae,, for some .

R BEER

o
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Problems for practice (1.1~1.2)

Section 1.1: Problems 1, 5, 7, 11, 13, 19, 25, 27, 29, 31, 37,
39,41,43,45,51, 53, 55.

Section 1.2: Problems 3, 5, 8, 9, 15, 34, 42, 44, 83-87




